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Analog to Digital Conversion 

In this chapter we will consider the main steps involved in the transmission of an analog 
signal using digital means.  The following diagram illustrates the basic blocks 
 

 

Three steps are involved in the conversion of an analog signal into a digital binary signal 

Sampling: The sampling process converts a continuous time continuous amplitude signal 

into a continuous amplitude discrete time signal. 

Quantization: A quantizer converts the continuous amplitude samples into discrete 

amplitude samples. The possible amplitude levels belong to a finite set S = {m1,m2 , …, 

mL}. This is a finite and countable set of size L.  

Binary Encoding: Each quantizer output level is mapped into a sequence of n binary 

digits. Usually, L and n are related by  

𝐿 = 2𝑛 

Since there are L quantization levels, then we need L binary representations (codewords) 

for each level. 

The conversion of an analog signal into a digital one is demonstrated in the figure 
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In this figure, we show typical analog and digital signal waveforms 

 

Analog vs Digital: Advantages and Disadvantages 

An analog signal can take an infinite variety of shapes. The distortion caused by noise 
cannot be removed by amplification or filtering. 

Advantages of Digital Transmission 
• Digital signals are more immune to channel noise by using channel coding 

techniques where error correction can be implemented (ideally, perfect 
decoding is possible by virtue of Shannon channel coding theorem). 

• Digital signals belong to a finite set of possible waveforms. Repeaters along 
the transmission path can identify the transmitted digital waveform logically (0 
or 1) and regenerates a noise free pulse sequence. 

• Digital signals derived from all types of analog sources can be represented 
using a uniform format. 

• Digital signals are easier to process by using microprocessors and VLSI 
• Digital systems are more flexible to implement and allow for implementation 

of sophisticated functions and control. 
• Digital signals make use of digital signal processing techniques (encryption, 

error control coding,…). This will enhance security of the transmitted signal. 
• Digital circuits are less subject to distortion and interference 
• Digital circuits are more reliable and less expensive than analog circuits 

Few Disadvantages of Digital Transmission 
• Heavy signal processing 
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• Synchronization is crucial 
• Transmission bandwidth is large 
• When the S/N ratio drops below a certain value, the quality of service can 

change suddenly from very good to very bad 
 
The digital communication system, which we will consider in the remainder of the 
course, is shown in the figure below: 
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Sampling 

 A signal is characterized by its frequency content, which is described by the 

Fourier transform.  

 Recall from the signal analysis part the relationship of the Fourier transform to the 

power spectral density and the signal bandwidth. 

 The rate, at which the signal must be sampled, is very much dependent on the 

bandwidth of the signal. 

 We will consider three methods for sampling a signal 

Three Types of Sampling 

 

Ideal Sampling: The message, x(t), with Fourier transform X(f), which is assumed to be 

band-limited to W Hz,  is multiplied by a periodic sequence of ideal impulses with period 

𝑇𝑠 to produce the sampled signal 𝑥𝑠(𝑡). 

 

This operation is illustrated in the schematic diagram 
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Note that ℎ(𝑡) is a periodic function and, as such, can be represented by a complex 

Fourier series. Taking the Fourier transform, we get 
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Depending on the sampling frequency 𝑓𝑠, the spectrum of the sampled signal 𝑋𝑠(𝑓) may 

take any of the forms: 

 

When 𝑓𝑠 < 2𝑊, using a low pass filter with bandwidth W to recover the message x(t) 

results in a distortion in the recovered signal. This type of distortion is called “Aliasing”. 
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The sampling frequency 𝑓𝑠 = 2𝑊,  is called the Nyquist sampling rate. It represents the 

minimum rate at which a signal with bandwidth 𝑊must be sampled in order to 

reconstruct it from its samples without distortion. 

 The sampling and reconstruction of signals is shown in the figure below 
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A  

 

Practical Consideration: 

If the signal under consideration is not bandlimited, then we pass it through a pre-filter 

with bandwidth W so that the truncated signal can be sampled without aliasing. This is 

illustrated in the following figure: 
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Natural Sampling: 

The band-limited signal x(t), with bandwidth W Hz, is multiplied by a periodic sequence 

of rectangular pulses, 𝑔𝑝(𝑡), with a duty cycle ( 𝜏 𝑇𝑠
⁄ ) 

𝑥𝑠(𝑡) = 𝑥(𝑡)𝑔𝑝(𝑡) 

This sampling method is demonstrated in the next figure 

 

Expanding 𝑔𝑝(𝑡) in Fourier series, we get 

𝑥𝑠(𝑡) = 𝑥(𝑡)[𝐶0 + 2𝐶1cos(2𝜋𝑓𝑠𝑡) + 2𝐶2cos(2𝜋(2𝑓𝑠)𝑡) + 2𝐶3cos(2𝜋(3𝑓𝑠)𝑡) + ⋯] 

Taking the Fourier transform, and simplifying, we get: 
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𝑋𝑠(𝑓) = 𝐶0𝑋(𝑓) + 𝐶1𝑋(𝑓 − 𝑓𝑠) + 𝐶1𝑋(𝑓 + 𝑓𝑠) + 𝐶2𝑋(𝑓 − 2𝑓𝑠) + 𝐶2𝑋(𝑓 + 2𝑓𝑠) + ⋯ 

As can be seen, the spectrum of the naturally sampled signal looks quite similar to that of 

the ideally sampled signal. The only difference is that the higher order frequency terms 

are attenuated by a factor resulting from the Fourier series expansion of the periodic pulse 

train. When 𝑥(𝑡) is sampled at a rate higher than or equal to the Nuquist rate, it can be 

recovered by passing  𝑥𝑠(𝑡) through a low pass filter with bandwidth W. The filter output 

is 

𝒚(𝒕) = 𝑪𝟎𝒙(𝒕) 

 

Flat-Topped Sampling (Sample and Hold) 

Let p(t) be a basic unit amplitude pulse defined as: 

1 0 ,
( )

0

t
p t

otherwise

 
 


 

In flat-topped sampling, the sampler generates a sequence of equally spaced rectangular 

pulses whose amplitudes are proportional to the message signal 𝑥(𝑡) at the sampling 

times 𝑥(𝑘𝑇𝑠). A circuit that performs flat-topped sampling is shown below: 

 

This sampling technique is modeled in the next figure 
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The sampled signal is represented as 

𝑥𝑠(𝑡) = ∑ 𝑥(𝑘𝑇𝑠)𝑝(𝑡 − 𝑘𝑇𝑠)

∞

−∞

 

Using the identity,  𝒑(𝒕) ∗ 𝜹(𝒕 − 𝒌𝑻𝒔) = 𝒑(𝒕 − 𝒌𝑻𝒔), 𝑥𝑠(𝑡) can be expressed as 

𝑥𝑠(𝑡) = 𝑝(𝑡) ∗ ∑ 𝑥(𝑘𝑇𝑠)𝛿(𝑡 − 𝑘𝑇𝑠)

∞

−∞

 

Taking the Fourier transform and recognizing that the second term corresponds to an 

ideally sampled sequence, we get 

 

𝑋𝑠(𝑓) = 𝑃(𝑓)
1

𝑇𝑠

∑ 𝑋(𝑓 − 𝑘𝑓𝑠)

∞

−∞

 

where 𝑃(𝑓) = 𝜏𝑠𝑖𝑛𝑐(𝑓𝜏)𝑒−𝑗𝜋𝑓𝜏 is the Fourier transform of 𝑝(𝑡).  

Here we observe that the spectrum of the flat-topped sampled signal corresponds to the 

spectrum of the ideally sampled signal multiplied by the Fourier transform of the 

rectangular pulse (𝜏𝑠𝑖𝑛𝑐(𝑓𝜏)). 

When 𝑥𝑠(𝑡) is passed through a low pass filter with bandwidth W, the output is 

𝒀(𝒇) =
𝟏

𝑻𝒔

𝑷(𝒇) 𝑿(𝒇) 

The spectrum of the sample and hold signal is demonstrated in the next figure 
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A distortion-free signal can be obtained by using an equalizing filter whose transfer 

function is the reciprocal of that of the unit pulse; i.e., 𝐻𝐸(𝑓) = 1/𝑃(𝑓). The process of 

equalization is demonstrated in the figure below. 

 

Analog Pulse Modulation  

To be given to ENEE 3306 students from another set of course slides. 
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Quantization 

A motivation Example on a One-bit Quantizer: The signal x(t) =  cos(2𝜋𝑡) is 

uniformly sampled at a rate of 20 samples per second. The samples are applied to a sign 

detector, whose input-output characteristic is defined as: 

𝑦(𝑡) = {
0.5,    0 < 𝑥 < 1

−0.5, −1 < 𝑥 < 0
 

The next figures depict the quantizer operation, the input samples to the sign detector, the 

quantized output, and the quantization error defined as 𝑒 = (𝑥 − 𝑦). This is an example 

of what we will call a one-bit quantizer. Here, the input samples are mapped either to 

+0.5 or to -0.5 depending on their sign. 
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Another Motivating Example on a Two-bit Quantizer: The signal x(t) =  cos(2𝜋𝑡) is 

sampled uniformly at a rate of 20 samples per second. The samples are applied to a four-

level uniform quantizer with input-output characteristic 

𝑦(𝑡) = {

0.75,    0.5 < 𝑥 < 1
0.25,    0 < 𝑥 < 0.5
−0.25,  − 0.5 < 𝑥 < 0
−0.75,  −1 < 𝑥 < −0.5

 

The next figures depict the input signal, the quantization regions, the sample values, the 

quantized samples and the error defined as 𝑒 = (𝑥 − 𝑦). 
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Another example that illustrates the four-level quantization (with a dynamic range -1, 

1) and encoding of samples is shown in the figure below: 

 

 

Now, we define quantization in a formal way. 

 Quantization is defined as the process of converting the continuous sample 

amplitude (infinite in number) 𝑥(𝑘𝑇𝑠) of a message signal into a discrete 

amplitude �̂�(𝑘𝑇𝑠) taken from a finite set of L possible values: 

�̂� = {𝑥1̂, 𝑥2̂, … , 𝑥�̂�} 

 When the spacing between the adjacent levels is made small, �̂�(𝑘𝑇𝑠) can be made 

practically indistinguishable from 𝑥(𝑘𝑇𝑠). 

 

 There is always a loss of information associated with the quantization process. 

Therefore, it is not possible to completely recover the sampled signal from the 

quantized signal. 

 The amplitude range of the input signal is partitioned into L intervals such that if 

𝑥(𝑘𝑇𝑠) ∈ 𝑅𝑖, the quantizer output will be a level 𝑥�̂� = {𝑥1̂, 𝑥2̂, … , 𝑥�̂�} 

 The boundary points separating adjacent regions are called decision levels or 

threshold levels. 
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 The qauntizer output is called a representation or reconstruction level 

 The spacing between representation levels is called the step size. 

 

The Uniform Quantizer 

A quantizer is called uniform when the L regions are of equal length Δ and the spacing 

between representation levels is uniform and equals to Δ. 

The input-output characteristic of a uniform quantizer (midrise type) is shown below for 

L=8. 

 

If the amplitude of the signal 𝑥(𝑡) varies between −𝑥𝑚𝑎𝑥 < 𝑥 < 𝑥𝑚𝑎𝑥, then  

𝚫 =
𝟐𝒙𝒎𝒂𝒙

𝐋
 

Exercise:  

a. Design an 8-level uniform quantizer with a dynamic range of (-4, +4) V. Here, you 

need to specify the thresholds and the representation values. 

b. How many binary digits are needed to represent the samples 

c. Find the representation value and the quantization error when a 1.64 V sample is 

applied to the quantizer. 

d. Find the binary representation corresponding to the sample -2.1 V. 
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SQNR of a Uniform Scalar Quantizers 

The quantization error per sample is the difference between the input and output of the 

quantizer, i.e., 

𝑒 = (𝑥 − �̂�) 

The maximum error (also referred to as the resolution) = |
Δ

2
| 

When Δ is small, the error, 𝑒, is assumed to be a uniform random variable over the 

interval −Δ|2 < 𝑒 < Δ|2. 

 

The average quantization error (distortion) over all samples of the signal is 

 

𝐷 = 𝐸(𝑥 − �̂�)2 = 𝐸(𝑒2) 

𝐷 =
1

Δ
∫ (𝑒)2+Δ/2

−Δ/2
𝑑𝑒   

𝐃 = 𝚫𝟐|𝟏𝟐 

Remark: Note that D depends on the design of the quantizer and not on the signal 

applied to it, as we will see in the next two examples. 

Example: Signal Matches Dynamic Range of a Uniform Quantizer 

Let the sinusoidal signal  𝑥(𝑡) = 𝐴𝑐𝑜𝑠(2𝜋𝑓0𝑡) be applied to a uniform quantizer with a 

dynamic range (−𝐴, 𝐴). We need to find the 𝑆𝑄𝑁𝑅. 

Solution: 

The average power, 𝑃𝑥 , in 𝑥(𝑡) is: 𝑃𝑥 = 𝐴2|2 

The signal power to quantization noise ratio,  𝑆𝑄𝑁𝑅 =
𝐴2/2

Δ2/12
 

Here, Δ = 2A/L. If L = 2n, then the 𝑆𝑄𝑁𝑅 becomes 

𝑺𝑸𝑵𝑹 =
𝟑

𝟐
𝐋𝟐 =

𝟑

𝟐
𝟐𝟐𝐧 



Fall 2018-2019  Analog to Digital Conversion ENEE 339 

Dr. Wael Hashlamoun-Birzeit University 
 

In dB, the 𝑆𝑄𝑁𝑅, becomes 

𝑆𝑄𝑁𝑅 = 10𝑙𝑜𝑔
𝑃𝑥

𝐷
= 6.02𝑛 + 1.76 

 𝑆𝑄𝑁𝑅 increases exponentially with the number n of bits per sample. 

 There is a 6-dB improvement in 𝑆𝑄𝑁𝑅 for each bit added to represent the the 

continuous sample values. 

Example: Weak Signal Applied to a Uniform Quantizer 

Now, let the sinusoidal signal 𝑥(𝑡) = 𝐴/2𝑐𝑜𝑠(2𝜋𝑓0𝑡) be applied to the same uniform 

quantizer of the previous example, with a dynamic range (−𝐴, 𝐴). We need to find the 

𝑆𝑄𝑁𝑅. 

Solution: 

𝑺𝑸𝑵𝑹 =
(𝑨/𝟐)𝟐/𝟐

𝚫𝟐/𝟏𝟐
=

𝟏𝟐

𝟑𝟐
𝐋𝟐 =

𝟏𝟐

𝟑𝟐
𝟐𝟐𝐧 

 

In dB, the 𝑆𝑄𝑁𝑅, becomes 

𝑆𝑄𝑁𝑅 = 10𝑙𝑜𝑔
𝑃𝑥

𝐷
= 6.02𝑛 − 4.77 

Remark: If the message signal 𝑥(𝑡) is a random signal, with an amplitude probability 

density function 𝑓𝑋(𝑥) and zero mean (𝐸(𝑋) = 0), then the SQNR is given as 

𝑺𝑸𝑵𝑹 =
𝑬(𝑿𝟐)

𝑬(𝒙 − �̂�)𝟐
=

∫ 𝑿𝟐 𝒇𝑿(𝒙)𝒅𝒙
∞

−∞

𝑬(𝒙 − �̂�)𝟐
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Example:  

The signal x(t) = cos(2𝜋𝑡) is uniformly sampled at a rate of 20 samples/sec. The samples are 

applied to an 8-level uniform quantizer with a dynamic range (-1, 1) V and a step size of 0.25 V.  

a. Plot the sampled signal over one cycle of the message. 

b. Plot the quantizer output over one cycle of the message. 

c. Repeat Part b if the signal applied to the quantizer is g(t) = 0.25 cos(2𝜋𝑡). 

d. Comment on the results of Parts b and c. 
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The Optimal Quantizer (Not required for ENEE 339) 
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The Optimal Quantizer (continued) 
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Example on the The Optimal Quantizer 
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Robust (Non-uniform) Quantization 

 We have seen earlier that when a weak signal and a strong signal are applied to the 

uniform quantizer, the SQNR of the stronger signal is larger than that of the 

weaker one. 

 Maximum SQNR is achieved when the signal strength matches the dynamic range 

of the quantizer. 

 Small amplitudes are more susceptible to quantization noise than large amplitudes. 

 The uniform quantizer is easy to build; however, it is not optimal when the input 

signal is weak most of the time. Here, the signal does not use the entire set of 

quantization levels available. 

 In practical applications, especially speech signals, small signal amplitudes occur 

more often than large signal amplitudes. This means that for the same signal, small 

amplitudes will be subject to distortion more than large amplitudes. 

 The question that we need to answer is whether it is possible to find a quantizer, 

which can provide a SQNR that is somewhat constant and independent of the 

signal strength and the probability distribution of the input. 

 

Non-uniform Quantization 
A Non-uniform quantizer uses quantization levels of variable spacing, denser at small 

signal amplitudes, broader at large amplitudes. The next figure shows a weak and a strong 

signal applied to a uniform and a non-uniform quantizer. As we can see, the non-uniform 

quantizer represents both signals quite adequately. 
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Example: Consider the signal, 𝑥(𝑡), whose amplitude varies over the range (-4, 4) V. 

a. If the signal is applied to a 3-bit uniform quantizer with a dynamic range (-4, 4) V, 

find the thresholds and representation values. Also, find the representation levels 

and quantization errors when the sample values given in the table below are 

applied to the quantizer. 

b. The signal is now applied to a non-uniform quantizer with the following design 

parameters 

1. Threshold values (-4, -0.9882, -0.2353, -0.0471, 0, 0.0471, 0.2353, 0.9882, 

4) 

2. Representation values (-1.9922, - 0.4863,- 0.1098,  -0.0157 ,  0.0157, 

0.1098, 0.4863, 1.9922) 

c. Find the representation levels and quantization error when the set of samples in the 

table below are applied to the quantizer of Part b. 
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Solution: 

The design parameters of the uniform quantizer are  

Thresholds: -4, -3, -2, -1, 0, 1, 2, 3, 4 

Representation Values: -3.5, -2.5, -1.5, -0.5, 0.5, 1.5, 2.5, 3.5 

Sample 

Value 

Uniform Quantizer Non-uniform Quantizer 

 Output % Error Output % Error 

0.01 0.5 0.01 − 0.5

0.01
100% = 𝟒𝟗𝟎𝟎% 

0.0157 0.01 − 0.0157

0.01
100% = 𝟓𝟕% 

0.05 0.5 0.05 − 0.5

0.05
100% = 𝟗𝟎𝟎% 

0.1098 0.05 − 0.1098

0.05
100 = 𝟏𝟏𝟗. 𝟔% 

0.07 0.5 0.07 − 0.5

0.07
100% = 𝟕𝟎𝟕% 

0.1098 0.07 − 0.1098

0.07
100% = 𝟓𝟔. 𝟖% 

0.1 0.5 0.1 − 0.5

0.1
100% = 𝟒𝟎𝟎% 

0.1098 0.1 − 0.1098

0.1
100% = 𝟗. 𝟖% 

0.15 0.5 0.15 − 0.5

0.15
100% = 𝟐𝟑𝟑% 

0.1098 0.15 − 0.1098

0.15
100% = 𝟐𝟔. 𝟖% 

0.20 0.5 0.2 − 0.5

0.2
100% = 𝟏𝟓𝟎% 

0.1098 0.2 − 0.1098

0.2
100% = 𝟒𝟓. 𝟏% 

0.30 0.5 0.3 − 0.5

0.3
100% = 𝟔𝟔. 𝟔% 

0.4863 0.3 − 0.4863

0.3
100% = 𝟔𝟐. 𝟏% 

0.35 0.5 0.35 − 0.5

0.35
100% = 𝟒𝟐. 𝟖% 

0.4863 0.35 − 0.4863

0.35
100% = 𝟑𝟖. 𝟗% 

0.4 0.5 0.4 − 0.5

0.4
100% = 𝟐𝟓% 

0.4862 0.4 − 0.4863

0.4
100% = 𝟐𝟏. 𝟓% 

0.9 0.5 0.9 − 0.5

0.9
100% = 𝟒𝟒. 𝟒% 

0.4863 0.9 − 0.4863

0.9
100% = 𝟒𝟓. 𝟗% 

1.7 1.5 1.7 − 1.5

1.7
100% = 𝟏𝟏. 𝟕𝟔% 

1.9922 1.7 − 1.9922

1.7
100% = 𝟏𝟕. 𝟏𝟖% 

2.9 2.5 2.9 − 2.5

2.9
100% = 𝟏𝟑. 𝟕𝟗% 

1.9922 2.9 − 1.9922

2.9
100% = 𝟑𝟏. 𝟑% 

3.8 3.5 3.8 − 3.5

3.8
100% = 𝟕. 𝟖𝟗% 

1.9922 3.8 − 1.9922

3.8
100% = 𝟒𝟕. 𝟓% 

 

As we can see from the table, the relative error of small samples for the non-uniform 

quantizer is much less than that of the uniform one. However, for larger samples, the 

uniform quantizer performs better. In speech signals, low-level samples have higher 

probability of occurrence than strong level samples. Therefore, if a speech signal is 

applied to a non-uniform quantizer, the average quantization noise over all samples will 

be smaller than that corresponding to the uniform quantizer. 
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Practical Implementation of a Robust Non-uniform Quantizer: 
We will use a type of nonuniform quantizers, called companding (compansion), that 

does not require knowledge of the pdf of the signal to be quantized, and yields an almost 

uniform SQNR over a wide range of signal variations.  

 

Companding: 

 The process of pre-distorting the signal at the transmitter is known as (signal) 

compression. At the receiver, this process is reversed to remove distortion and is 

known as (signal) expansion. The two operations together, are typically, referred 

to as companding (or compansion). 

 The compressor is a nonlinear operation that amplifies weak signal values more 

than it amplifies large signal values, thus stretching the signal over more 

representation levels. This will enhance weak signal levels and improve their 

SQNR. Large signal levels will suffer more quantization distortion, but the overall 

effect on the signal is an improvement in SQNR. 

 Since the probability of smaller amplitudes is higher than the larger amplitudes, 

the overall result is an improvement. 

 In North America, 𝜇 -law companding (with 𝜇 = 255) is the standard.  

 In summary, companding is performed as follows: 

o Compress the signal using the 𝜇-law. The output is approximately 

uniformly distributed. 

o Apply the compressed sample to a uniform quantizer 

o Transmit the quantized sample to the receiver. 

o Apply the received sample to the expander. The output is the desired signal 

value. 

 

Signal Flow in a Companding System 
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The input-output characteristic of the compressor is given by 

𝒚 = 𝒚𝒎𝒂𝒙

𝐥𝐧 [𝟏 + 𝝁 (
|𝒙|

𝒙𝒎𝒂𝒙
)]

𝐥𝐧(𝟏 + 𝝁)
𝒔𝒈𝒏(𝒙) 

This characteristic, when 𝜇 = 255, 𝑥𝑚𝑎𝑥 = 𝑦𝑚𝑎𝑥 = 4, is plotted in the next figure. Also 

shown in the figure are the uniform quantizer thresholds (on the y-axis) and the 

corresponding non-uniform quantizer thresholds (on the x-axis). 

 

 

 

Exercise: Use the 𝜇 law characteristic to find the representation values on the x-axis 

corresponding to the representation values (0.5, 1.5, 2.5, 3.5) on the y-axis. 
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The next figure shows the NQNR for both an 8-bit uniform and a robust quantizer when a 

Gaussian-distributed message is applied. As we can observe, the robust quantizer 

performs better than the uniform for most of signal levels (except when the signal is too 

strong).  

 

 

(Robustness against input signal level) 
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The 𝜇-law quantizer is also robust against the actual probability density function of the 

input signal, as is illustrated in the next figure. In this figure, the SQNR of an -8-level 𝜇-

law quantizer is plotted versus signal power for a number of input pdf’s. 

 

 

(Robustness against input signal probability distribution) 
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Differential Pulse Code Modulation (DPCM) 

• The quantizers, that we studied so far, are memoryless, in the sense that 

quantization is done on a sample-by-sample basis. Each sample is quantized and 

encoded into n binary digits, regardless of any correlation with other samples. 

• A differential pulse-code modulation (DPCM) quantizer quantizes the difference 

between a sample and a predicted value of that sample. Here, correlation between 

successive samples is utilized. 

• The prediction is based, in general, on past m samples of the signal. If successive 

samples are highly correlated, the predictor output will be very close to the next 

sample value, and hence the prediction error will be small. 

•  An error with a small variance further means that fewer bits (r<n) are needed to 

represent the error. 

• At the receiver, a predictor similar to the one used at the transmitter is used to 

reconstruct the original waveform
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Linear Prediction Filter 

It is a discrete-time, finite-duration impulse response filter (FIR), which consists of three 

blocks: 

1. Set of p ( p: prediction order) unit-delay elements (z-1)  

2. Set of multipliers with coefficients w1,w2,…wp  

3. Set of adders (  ) 

This filter expresses the predicted value of the sample at time (𝑛𝑇𝑠) as a linear 

combination of the past p samples of the signal. 

�̂�(𝑛) = 𝑤1𝑥(𝑛 − 1) + 𝑤2𝑥(𝑛 − 2) + ⋯ + 𝑤𝑝𝑥(𝑛 − 𝑝) 

The coefficients 𝑤1, 𝑤2, …, 𝑤𝑝 are chosen so as to minimize the mean square error 

𝐸(𝑥(𝑛) − �̂�(𝑛))2. 

 

Let  

𝜖 = 𝐸((𝑥(𝑛) − �̂�(𝑛))2;  prediction error 

Substituting �̂�(𝑛) = 𝑤1𝑥(𝑛 − 1) + 𝑤2𝑥(𝑛 − 2) + ⋯ + 𝑤𝑝𝑥(𝑛 − 𝑝), the prediction error 

becomes: 

 

𝜖 = 𝐸((𝑥(𝑛) − 𝑤1𝑥(𝑛 − 1) + 𝑤2𝑥(𝑛 − 2) + ⋯ + 𝑤𝑝𝑥(𝑛 − 𝑝))2 

Expanding 𝜖 and taking expectation of all terms, we get: 

𝜖 =  𝐸(𝑥(𝑛)2) − 2 ∑ 𝑤𝑖𝐸[𝑥(𝑛)𝑥(𝑛 − 𝑖)] + ∑ ∑ 𝑤𝑖𝑤𝑗

𝑝

𝑗=1

𝑝

𝑖=1

𝑝

𝑖=1

 𝐸[𝑥(𝑛 − 𝑖)𝑥(𝑛 − 𝑗)]  
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Recognize that: 𝑹𝒙(𝒊) = 𝑬[𝒙(𝒏)𝒙(𝒏 − 𝒊)] is the autocorrelation function of 𝑥(𝑡). 

Differentiating 𝜖 with respect to 𝑤𝑖, setting the derivative to zero, and solving, we get 

(assuming p=3) 

[

𝑅𝑥(0) 𝑅𝑥(1) 𝑅𝑥(2)

𝑅𝑥(−1) 𝑅𝑥(0) 𝑅𝑥(1)

𝑅𝑥(−2) 𝑅𝑥(−1) 𝑅𝑥(0)
] [

𝑤1

𝑤2

𝑤3

] = [

𝑅𝑥(1)

𝑅𝑥(2)

𝑅𝑥(3)
] 

If p=1, the above equation reduces to 

𝑤1 = 𝑅𝑥(1)/ 𝑅𝑥(0)  

Note that:  𝑅𝑥(−1) = 𝑅𝑥(1), 𝑅𝑥(−2) = 𝑅𝑥(2), 𝑅𝑥(1) = 𝑅𝑥(𝑇𝑠), 𝑅𝑥(2) =

𝑅𝑥(2𝑇𝑠), 𝑅𝑥(3) = 𝑅𝑥(3𝑇𝑠) . 

 

Delta Modulation (DM) 

Delta modulation (DM), is a special case of the DPCM where the order of the prediction 

filter p=1. Here, the quantized previous sample represents the prediction of the current 

sample. In this scheme, the system transmits the sign of the difference between the 

current and previous samples. When the input is larger than the prediction, the transmitter 

sends digit 1 and when the input is smaller than the prediction it sends digit 0. Therefore, 

the system requires one bit. 

Let    𝑚[𝑛] = 𝑚(𝑛𝑇𝑠), 𝑛 = 0, ±1, ±2, …  

where, 𝑇𝑠 is the sampling period and 𝑚(𝑛𝑇𝑠) is a sample of 𝑚(𝑡).  The error signal is 

𝑒[𝑛] = 𝑚[𝑛] − 𝑚𝑞[𝑛 − 1];  (this is an analog signal) 

𝑒𝑞[𝑛] = ∆𝑠𝑔𝑛(𝑒[𝑛]);                      (this is the quantized error) 

𝑚𝑞[𝑛] = 𝑚𝑞[𝑛 − 1] + 𝑒𝑞[𝑛];   (the predicted signal at time n) 

where, 𝑚𝑞[𝑛] is the quantized message value, 𝑒𝑞[𝑛] is the quantized value of the error 

𝑒[𝑛], and ∆ is the step size. 
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The receiver consists of an accumulator followed by a low pass filter. It regenerates 

𝑚𝑞[𝑛] using the basic relationship 

𝒎𝒒[𝒏] = 𝒎𝒒[𝒏 − 𝟏] + 𝒆𝒒[𝒏] = ∑ 𝒆𝒒[𝒊]

𝒏

𝒊=𝟏

 

Slope overload distortion and granular noise  

The modulator consists of a comparator, a quantizer, and an accumulator. The output of 

the accumulator is 𝑚𝑞[𝑛] 

 

• Slope overload distortion is due to the fact that the staircase approximation 𝑚𝑞[𝑛] 

can't follow closely the actual curve of the message signal 𝑚(𝑡). In contrast to 

slope-overload distortion, granular noise occurs when  is too large relative to the 

local slope characteristics of 𝑚(𝑡). Granular noise is similar to quantization noise 

in PCM. 

• It seems that a large  is needed for rapid variations of 𝑚(𝑡)  to reduce the slope-

overload distortion and a small  is needed for slowly varying 𝑚(𝑡)  to reduce the 

granular noise. The optimum  can only be a compromise between the two cases. 

• To satisfy both cases, an adaptive DM is needed, where the step size  can be 

adjusted in accordance with the slope of the input signal 𝑚(𝑡). This type of 

modulation will be encountered in lab ENEE 4103. 

 

To avoid slope overload, we require that 

∆

𝑻𝒔

≥ 𝐦𝐚𝐱 |
𝒅𝒎(𝒕)

𝒅𝒕
| 
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Binary Encoding 

It is the assignment of binary digits for each one of the quantized values. There are 

several mapping encoding schemes. In the table below, we show the mapping for an 8-

level quantizer for three types 

Natural Binary 

Bits are assigned in an 

ascending order 

Gray Coding 

Each two levels differ by 

one digit 

Folded Binary 

Left digit is reserved for the 

sign and the other two digits 

start from the center 

111 100 111 

110 101 110 

101 111 101 

100 110 100 

011 010 000 

010 011 001 

001 001 010 

000 000 011 
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Line Encoding 

 The assignment of pulses (an electrical signal) to the binary digits that come out of 

the PCM or DPCM system. 

 Line coding encodes the bit stream for transmission through a line, or a cable. 

 It is used for communications between the CPU and peripherals, and for short-

distance baseband communications, such as the Ethernet. 

 

Concluding Remarks on a Speech Signal: 

 PCM: The voice signal is sampled at 8 kHz (bandwidth is taken at 3.4 KHz but 

sampled at a rate slightly higher than the Nyquist rate), quantized into 256 levels 

(8 bits). Thus, a telephone PCM signal requires 64 kbps. 

 DPCM (differential PCM): quantize the difference between consecutive samples; 

can save 8 to 16 kbps. ADPCM (Adaptive DPCM) can go further down to 32 

kbps. 

 Delta modulation: 1-bit DPCM with oversampling; has even lower symbol rate 

(e.g., 24 kbps). 

 


